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Loans to individuals become the most vulnerable segment of commercial banks’ 
investment in a volatile financial environment. Searching safe methods for modelling 
refund loans reliability is one of the methods for credit losses risk reduction in 
commercial banks. In this article, such problems as a credit risk increase and an 
effective means of its evaluating are considered. In addition, it is proposed to solve 
these problems by developing a mathematical model describing dependence between 
loan defaults and the factors characterizing the financial reliability of the borrower 
through the credit transactions example with individuals of a particular bank. The 
purpose of this model is to identify the relationship between the independent variables. 
The development of regression models to estimate losses from repayment risk from 
individuals is described in this article. The model reflects the relationship between 
significant independent factors characterizing the degree of the borrower’s financial 
reliability according to the component analysis method based on the model of David 
Cox. 
 
Keywords: Principal Component Method; Regression Model; Repayment Risk; The 
Financial Reliability of Borrowers 
 
© Lyudmila Vyacheslavovna Efimenko, 2016 

 

INTRODUCTION 
 
The globalization of banking system, sharpening competition between financial 
institutions are the reasons to study the problems of banking system stability and 
developing a monitoring risks system and providing effective credit risk management of 
commercial banks. 
 
In the modern economy, the actual problem of commercial banks is the growth of loan 
default from individuals caused by deepening financial crisis and effective demand 
decrease of the population [1,2]. The crisis in global and domestic monetary markets 
confirmed the necessity of improving assessment of the financial strength of borrowers 
and monitoring of proactive risk level in the banking sector. It is necessary to manage 
risks taking into account that they are correlated and risks reduction depends on factors 
decreasing probability of negative consequences [3]. Organizing effective management 
risk system depends on correct evaluation of risks. This assessment should be 
considered when building individual (differentiated) relations with customers taking into 
account not only capacity to pay debt but also the duration of interaction with them [4]. 
 

METHOD 
 
Development of regression model for predicting financial strength of borrowers, which 
based on the method of principal components [5].  
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The main point of principal components method is tracking the qualitative 
characteristics’ impact of potential borrowers of a commercial Bank on the non-payment 
risk of loan contract. This method includes the following steps:  
 
1. Forming the set of target and underlying factors that assess changes in the credit 
portfolio of Bank customers with regard to their financial reliability.  
2. The choice of target factors and formulation of requirements to the model of credit 
risk management under contracts with individuals (models for predicting the financial 
reliability of customers). 
3. The decomposition of set of key indicators into several groups, assessing the most 
important socio-demographic characteristics of borrowers that affect their 
creditworthiness, their own the financial risks of the creditor (principal components). 
Calculation of principal components and principal factors, the choice of key indicators 
and ranking factors.  
4. Principal component analysis for compliance with requirements to financial reliability 
model of customers.  
5. The evaluation of management efficiency of credit resources for the variances of 
principal components that meet the requirements of the model. 
 

Choice of Factor Index of the Model  
 
When making any type of loan, each creditor always conducts a credit analysis. As a 
rule, for the analysis we can use several methods to calculate the reliability of the 
borrower, including the scoring programs of assessment borrower’s creditworthiness. 
This assessment takes into account financial risks of the Bank, so chosen criteria and 
the methods of quantitative estimation for each creditor are individual and depend on 
changes of the credit policy at some stage. Although there is no standard of credit 
assessment, banks choose almost the same criteria. Each Bank develops its own 
scoring model, which includes such criteria as credit history of the applicant, job title, 
marital status and others. 
 
According to the authors, scoring evaluation of creditworthiness of the borrower is not 
reliable to identify the risk of non-payments under concluded contracts. However, 
criteria indicators used for scoring are suitable for developing new approaches in 
predicting the risk of defaults on loans to individuals. 
 
A standard tool for forecasting is regression analysis as regression models can explain 
the behavior of dependent factors under the influence of variables’ combination 
according to their importance [6,7].  
 
Managing credit risk, we should develop a mathematical model that allows determining 
correlation between borrowers’ behavior and independent factors. The next step is to 
choose the main independent factors ones so that calculated indicators are maximum 
close to exist transactions’ loss of a commercial Bank. 
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Regression analysis helps to determine different factors’ influence on loan repayment 
from individuals to LLC "Russian finance Bank". Nowadays the Bank uses a scoring 
method of evaluating the borrowers’ credit worthiness to reduce credit risks. Experts of 
Bank point out the following main parameters for this analysis: the borrower's age, the 
marital status, a number of dependents, a scope of activities, qualifications, work 
experience and monthly income [8] that can be used as variables and evaluated 
according with rating evaluation scale. Experts know or guess which factors could be 
significant. The factors that are interesting for the analysis, can be called target factors. 
Bank experts focused on the personal data of borrowers choosing classification criteria. 
Creditworthiness of borrowers is borrowers’ ability to fulfill their obligations [9]. In our 
view, the term “financial reliability” of the borrower is more suitable for individuals, 
describing their intentions regarding compliance with terms of the loan agreement [10]. 
 
Factor indicators proposed to assess the level of financial reliability of a borrower and 
their value of data point; they are in Table 1. 
 
Table 1: Factor indicators to assess the level of financial reliability of a borrower. 
  

Indicator name Indicator values Score 

Age 

21-25 38 

26-30 70 

31-35 82 

36-50 95 

51-60 110 

от 61 25 

Marital statues 

Never married  110 

Married 150 

Married but live separately 65 

Divorced 90 

Widowed 85 

Number of dependents 

- 100 

1 75 

2 55 

3 30 

More than 3 10 

Scope of activities 

Public sector workers 110 

Private sector workers 170 

A student 80 

A pensioner 30 

Qualifications 

– 10 

A working man 35 

An expert 85 
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A customer officer 100 

An administrative officer 140 

Work experience, years 

Less than 1 20 

Less than 2 40 

Less than3 65 

Less than 5 90 

More than 5 130 

Monthly income 

10000-20000 65 

21000-30000 110 

31000-40000 190 

More than 41000 210 

 

Features of Regression Models Development Based on Principal 
Component Analysis  
 
To predict the risk of non-payment we use the method of principal components. It allows 
to reflect complex problems and tendencies of development of the lending processes in 
a simplified form using mathematical model and studying possible varients of their 
development [5].  
 
At first, there is hypothesis about the variable depends on the set of endogenous 
(independent) variables and then regression model is being developed (formula 1):  
 
y = a1x1 + a2x2 + ...+ anxn+ ε     (1) 
 
where α – the vector of unknown coefficients, y – the vector of m observations of the 
dependent variable, measured about its mean value, x – a matrix (m x n) of 
independent variables, also measured relative to their average values, x – a matrix, 
each column of which contains all the values of one independent variable, ε – a vector 
of errors. 
 
 
Regression analysis is for testing the statistical significance of the model with this 
hypothesis. Regression analysis does not “prove” a hypothesis but confirms or 
disproves. Principal component regression is a regression analysis that uses principal 
factors obtained in the calculation of “principal component of a set of endogenous 
variables”, instead of “themselves endogenous variables.”As the main components are 
uncorrelated, so there is no multicollinearity between them, and the values of regression 
coefficients are more numerically stable to multicollinearity of endogenous variables 
[11]. 
 
 

The Basic Data and the Algorithm for Constructing Regression Models 
Based on Principal Component Analysis 
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The first step is to determine the main (important) features (independent variables) that 
are factor indicators presented in Table 1. For forecasting potential losses due to credit 
default, we can use a "Cox’s proportional risk model" [12], which describes the 
dependent variable as an exponential function by the formula (2): 
 
y = e (ao + a1x1 + a2x2 + a3x3 + a4x4 + a5x5 + a6x6 + a7x7)   (2) 
 
whereх1 – borrower’s age; 
х2 – marital status;  
х3 – number of dependents; 
х4 – scope of activities; 
х5 – qualifications; 
х6 – work experience; 
х7 – monthly income;  
y – repayment risk. 
 
The argument of the function is a linear combination of the covariance. Thus, the Cox 
model is the dependence of function of defaults in a certain time (in our case, this time 
is the expiration of the contract) in the form of two factors:  
 

 basic intensity function that reflects some natural level of losses that does not 
depend on independent variables;  

 values of the loss function, explained by the covariance. (the covariance is a 
variable that can affect the relationship between the studied variables). 
 

The basic function of the intensity coincides with the evaluation of loss functions in case 
of absence of the influence of all independent variables in the model. Cox’s proportional 
risk model can be traced to a linear relationship, taking the logarithm at both sides of the 
equation in the model, and then we get an equation of the following form: 
 
lny = ln (e (ao + a1x1 + a2x2 + a3x3 + a4x4 + a5x5 + a6x6 + a7x7) 
 
lny = ao + a1x1 + a2x2 + a3x3 + a4x4 + a5x5 + a6x6 + a7x7 

 

elny = e (ao + a1x1 + a2x2 + a3x3 + a4x4 + a5x5 + a6x6 + a7x7) 
 
 
The choice of independent factors influences on the studied index made according to 
qualitative and quantitative analysis of the investigated characteristic. At first, 
covariance matrix of independent characteristic is formed, and then target factors-
characteristics are selected to develop regression model. 
 
For the regression analysis, we use a sample of loans to borrowers that vary in social 
and business characteristics. The sample contains the values of the 8 indicators for 72 
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borrowers. The list and the values of the basic factors-characteristics on borrowers with 
a different set of social and business characteristics are in Table 2. 
 
 
Table 2: Basic values of borrowers and their influence on fulfill credit contract 
obligations. 
 

Contr
acts 
(Borr
ower
s) 

Age 
(х1) 

Marital 
status (х2) 

Number 
of 
depende
nts (х3) 

Scope 
of 
activiti
es (х4) 

Qualifi
cations 
(х5) 

Work 
experie
nce 
(х6) 

Monthl
y 
income 
(х7) 

Repaym
ent of 
credit 
(y) 

K1 38 110 100 170 10 40 190 
-
0,51083 

K2 38 110 100 170 35 90 65 
-
0,69315 

K3 38 110 100 110 85 40 110 
-
1,60944 

K4 38 110 100 170 10 40 110 
-
2,30259 

K5 38 110 100 170 85 20 110 
-
0,51083 

K6 38 150 75 170 35 90 65 
-
0,51083 

K7 70 150 75 170 85 40 110 
-
0,22314 

K8 70 110 100 170 35 65 110 
-
0,35667 

K9 70 150 75 170 140 130 210 0 

K10 70 150 75 170 140 130 210 0 

K11 70 110 100 170 35 90 190 
-
0,22314 

K12 70 150 100 170 35 130 110 
-
0,22314 

K13 82 150 55 110 85 130 210 
-
0,10536 

K14 82 150 100 170 140 65 210 0 

K15 82 150 55 170 140 65 210 0 

K16 82 150 75 170 140 90 210 0 

K17 82 90 30 170 85 130 190 
-
0,22314 

K18 82 65 75 170 35 40 110 
-
2,30259 
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K19 95 150 100 110 35 130 110 
-
0,22314 

K20 95 110 100 170 140 20 210 
-
0,10536 

K21 95 150 100 110 35 130 110 
-
0,22314 

K22 95 150 100 30 85 130 190 
-
0,10536 

K23 95 150 75 170 140 130 210 0 

K24 95 110 55 170 85 130 210 0 

K25 110 65 100 170 30 90 110 
-
0,22314 

K26 110 150 75 170 35 40 110 
-
0,22314 

K27 110 150 100 170 140 20 210 0 

K28 110 110 75 110 85 130 110 
-
0,22314 

K29 110 65 30 110 35 130 65 
-
2,30259 

K30 110 150 75 170 85 130 190 0 

K31 25 85 100 110 30 130 65 
-
2,30259 

K32 25 150 100 170 30 130 65 
-
1,20397 

K33 25 150 100 170 30 90 65 
-
1,60944 

K34 25 90 100 110 30 130 65 
-
2,30259 

K35 25 85 100 170 30 130 65 
-
1,60944 

K36 25 150 100 170 30 90 110 
-
0,91629 

K37 38 150 100 170 85 20 190 
-
0,22314 

K38 38 110 100 110 35 90 65 
-
2,30259 

K39 38 110 100 170 85 40 110 
-
0,35667 

K40 38 110 100 170 85 40 210 
-
0,22314 

K41 38 110 100 170 35 20 65 
-
2,30259 

K42 38 90 30 110 100 65 210 
-
1,20397 
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K43 70 110 75 110 85 130 110 
-
1,20397 

K44 70 150 75 170 35 130 65 
-
0,91629 

K45 70 110 100 170 85 65 65 
-
1,20397 

K46 70 150 30 170 140 130 110 0 

K47 70 110 55 110 35 130 190 
-
0,35667 

K48 70 150 55 110 35 130 65 
-
0,51083 

K49 82 90 55 170 140 90 210 
-
0,10536 

K50 82 65 55 170 100 130 110 
-
0,35667 

K51 82 90 75 170 140 40 190 
-
0,22314 

K52 82 150 55 170 35 130 190 
-
0,10536 

K53 82 150 75 110 85 130 65 
-
0,69315 

K54 82 150 55 170 85 40 210 
-
0,22314 

K55 95 150 75 170 140 20 210 0 

K56 95 110 100 170 85 20 65 
-
0,69315 

K57 95 150 75 170 85 130 210 0 

K58 95 90 100 170 85 65 210 
-
0,10536 

K59 95 150 100 110 140 65 210 0 

K60 95 90 100 170 140 130 190 0 

K61 110 150 100 170 140 130 210 0 

K62 110 150 100 170 85 130 190 0 

K63 110 150 100 170 85 130 110 
-
0,10536 

K64 110 90 100 110 85 20 65 
-
1,60944 

K65 110 85 100 170 85 130 65 
-
0,51083 

K66 110 150 100 110 85 40 190 
-
0,35667 

K67 25 85 100 110 30 130 65 
-
2,30259 

K68 25 150 100 170 30 130 65 -
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1,20397 

K69 25 90 100 110 30 130 65 
-
1,60944 

K70 25 65 100 170 30 130 110 
-
0,91629 

K71 25 150 100 110 30 90 190 -
0,51083 

K72 25 150 100 170 30 130 110 
-
0,69315 

 
We use classical regression analysis with the method of principal components for 
developing the model where independent variables are basic indicators. When using 
method of principal components, principal components are used as independent 
variables [5,11]. Retrieving data from a General population is based on internal 
reporting of a commercial bank of the Chelyabinsk region (LLC “Rusfinance Bank”) 
during the full period of execution of the loan agreements. To construct the model we 
use data for the first 60 borrowers (empirical sample), the data of the last 12 borrowers 
is for evaluating the accuracy of prediction (test sample).  
 
Table 3 shows the values of regression coefficients and significance coefficients of the 
regression model factors. 
 
Table 3: Values of coefficients of classical regression model. 
 

Parameters (independent 
variables) of the model 

Regression coefficients Significance coefficients 

Borrower’s age (х1) 0,0093 3,7354 

Marital status (х2) 0,008 3,841 

Number of dependents (х3) 0,0035 1,2041 

Scope of activities (х4) 0,0055 2,6969 

Qualifications (х5) 0,0023 1,2774 

Work experience (х6) 0,0029 1,7988 

Monthly income (х7) 0,005 3,8346 

 
Regression analysis examines the statistical consistency of the model with this 
hypothesis. Regression analysis does not “prove” a hypothesis; but only confirm or 
refute. Principal component regression is a regression analysis that uses principal 
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factors obtained in the calculation of “principal component of a set of endogenous 
variables”, instead of “endogenous variables”. As the principal components are 
uncorrelated, there is no multicollinearity between them, and the values of regression 
coefficients are more numerically stable to multicollinearity endogenous variables. The 
influence of principal components on the dynamics of target factors falls sharply with the 
increase of the number of the main components if their eigenvalues are numerically 
equal to the variance of the respective main factors. The most important are the first five 
or six principal components. Thus, changing target factors of model to predict the 
financial reliability of customers with a very high accuracy can be described by the first 
five principal components. Accordingly, when analyzing the model of financial reliability, 
we can choose the set of the first five components [13].  
 
The calculation of principal components allows identifying the most and least significant 
components. Therefore, we use the program “MIDAS” to calculate characteristic vector, 
defined for a square matrix or a vector that is multiplied by a matrix. Then we deduce 
collinear vector (a vector multiplied by a scalar value called characteristic value of a 
matrix or linear transformation).  
 
The software MIDAS is the author’s development [14]. Mathematical software MIDAS is 
developed with the support of the Russian Foundation for basic research (project 14-01-
00054).  
 
At first, when calculating we used 18 indicators-factors, then we selected first seven 
factors to develop the model according to the number of its own factor, taking into 
account the effect of the factor on the unpaid loans. The results are in Table 4. 
 
Table 4: Values of principal components on independent variables. 
 

Characteristic 
values 

85447,99 3411,088 1737,216 1001,23 770,4184 552,1225 466,2729 

The number 
of 
characteristic 
vector  

1 2 3 4 5 6 7 

Age (х1) 0,244669 0,092079 0,139963 0,515113 -0,14568 -0,7722 -0,1709 

Marital status 
(х2) 

0,423353 -0,18152 -0,06214 -0,15227 -0,739 0,228303 -0,40316 

Number of 
dependents 
(х3) 

0,281896 -0,26333 -0,33088 -0,07694 -0,2277 -0,18863 0,805206 

Scope of 
activities (х4) 

0,51758 -0,24741 -0,51129 0,092422 0,55907 0,062331 -0,29069 

Qualifications 
(х5) 

0,265713 0,406723 0,062636 0,646268 -0,05133 0,532236 0,237649 

Work 0,31226 -0,51911 0,749348 0,007635 0,213098 0,112059 0,116084 
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experience 
(х6) 

Monthly 
income (х7) 

0,495423 0,626996 0,200508 -0,52848 0,14215 -0,12761 0,073809 

 
Calculated values of the variables in Table 3 show that the actual parameters “age” and 
“scope of activities” are the least significant. We should exclude “insignificant” factors for 
the regression model to describe accurately the risks of loan default, so we obtain the 
regression equation that contains all significant factors to measure values of credit 
nonpayment. The model includes the influence of the factors: “marital status” (х2), 
"number of dependents" (х3), “qualifications” (х5), “work experience” (х6), “monthly 
income” (х7).  
 
This statistically significant regression equation has the form (formula 3): 
 
Y = e (ao + a2x2 + a3x3 + a5x5 + a6x6 + a7x7)               (3) 
 

where х2 – marital status;  
х3 – number of dependents; 
х5 – qualifications; 
х6 – work experience; 
х7 – monthly income;  
y – repayment risk. 
  
 

Quality Assessment of the Developed Regression Models  
 
The quality of the model is assessed by standard way for regression models: using the 
coefficient of determination which is equal to 0,8347. The prediction accuracy of the 
regression model is measured by comparing the predicted and actual values of the 
repayment risk for test sampling adequacy and accuracy based on a regression 
analysis [15]. 
The formula 4 determines the forecast error: 
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where m – the number of observations, iy – the actual values, ˆiy  – predicted values. 

For regression model, the forecasting error on the test sample is 36%, which is an 
acceptable value for such objectives.  
 
The analysis shows to what degree the chosen method for estimating the coefficients is 
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appropriate [12].  
 
To compare the actual bank losses on real contracts with customers that vary in age, 
social and business activity, with their calculated values by the proposed model, we 
convert the numerical values (y) (Table 3) in the exponent. Table 5 shows calculation 
results. 
 
Table 5: Comparison calculated by the regression model losses with losses on real 
banking contracts. 
 

Contracts 
(Borrowers) 

Calculated by the regression 
model losses 

Losses on real banking contracts 

 у еxp (у) у еxp (у) 

K1 -0,53374 0,58640 -0,51083 0,6 

K2 -0,36879 0,69157 -0,69315 0,5 

K3 -1,70834 0,18116 -1,60944 0,2 

K4 -2,44771 0,08649 -2,30259 0,1 

K5 -0,57784 0,56110 -0,51083 0,6 

K6 -0,67801 0,50762 -0,51083 0,6 

K7 -0,36981 0,69086 -0,22314 0,8 

K8 -0,45568 0,63401 -0,35667 0,7 

K9 0,20387 1,22613 0 1 

K10 0,07881 1,08199 0 1 

K11 -0,35178 0,70343 -0,22314 0,8 

K12 -0,27764 0,75756 -0,22314 0,8 

K13 -0,98787 0,37236 -0,10536 0,9 

K14 0,11388 1,120618 0 1 

K15 0,10478 1,11046 0 1 

K16 0,03875 1,03951 0 1 

K17 -0,38797 0,67843 -0,22314 0,8 

K18 -2,42785 0,08822 -2,30259 0,1 

K19 -0,10305 0,90208 -0,22314 0,8 

K20 -0,10389 0,90132 -0,10536 0,9 

K21 -0,11897 0,88783 -0,22314 0,8 

K22 -0,13609 0,87276 -0,10536 0,9 

K23 0,23147 1,26045 0 1 

K24 0,11389 1,12062 0 1 

K25 -0,19031 0,82670 -0,22314 0,8 

K26 -0,22501 0,79850 -0,22314 0,8 

K27 0,20993 1,23359 0 1 

K28 -0,33509 0,71527 -0,22314 0,8 
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K29 -2,47588 0,08408 -2,30259 0,1 

K30 0,14002 1,15029 0 1 

K31 -2,98566 0,05050 -2,30259 0,1 

K32 -2,18689 0,11226 -1,20397 0,3 

K33 -1,86522 0,15486 -1,60944 0,2 

K34 -2,96784 0,05141 -2,30259 0,1 

K35 -1,40255 0,24596 -1,60944 0,2 

K36 -0,85605 0,42483 -0,91629 0,4 

K37 -0,23587 0,78988 -0,22314 0,8 

K38 -2,97524 0,05103 -2,30259 0,1 

K39 -0,58709 0,55594 -0,35667 0,7 

K40 -1,30875 0,27015 -0,22314 0,8 

K41 -1,90856 0,14829 -2,30259 0,1 

K42 -1,33578 0,26295 -1,20397 0,3 

K43 -1,42567 0,24034 -1,20397 0,3 

K44 -0,86585 0,42069 -0,91629 0,4 

K45 -1,22875 0,29265 -1,20397 0,3 

K46 0,27859 1,32126 0 1 

K47 -0,77438 0,46099 -0,35667 0,7 

K48 -0,74811 0,47326 -0,51083 0,6 

K49 -0,45576 0,63396 -0,10536 0,9 

K50 -0,39975 0,67048 -0,35667 0,7 

K51 -0,13347 0,87505 -0,22314 0,8 

K52 -0,22568 0,79797 -0,10536 0,9 

K53 -0,59668 0,55063 -0,69315 0,5 

K54 -0,33698 0,71392 -0,22314 0,8 

K55 0,14781 1,15929 0 1 

K56 -0,85421 0,42561 -0,69315 0,5 

K57 -0,18594 0,83032 0 1 

K58 -0,98751 0,37250 -0,10536 0,9 

K59 0,36874 1,44591 0 1 

K60 0,26159 1,29899 0 1 

K61 0,50822 1,66233 0 1 

K62 0,21342 1,23790 0 1 

K63 -0,25254 0,77682 -0,10536 0,9 

K64 -0,77244 0,46188 -1,60944 0,2 

K65 -0,51464 0,59771 -0,51083 0,6 

K66 0,00249 1,00249 -0,35667 0,7 

K67 -1,43040 0,23921 -2,30259 0,1 

K68 -1,43040 0,23921 -1,20397 0,3 
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K69 -1,43040 0,23921 -1,60944 0,2 

K70 -1,16830 0,31089 -0,91629 0,4 

K71 -0,79600 0,45109 -0,51083 0,6 

K72 -1,16830 0,31089 -0,69315 0,5 

 
Figure 1 shows comparison of actual and calculated by regression model values. 
 

 
 
Figure 1: Results of comparison calculated by the regression model nonpayment 
losses with actual values of losses.  
 
Calculated by developed regression model values of losses almost coincide with the 
actual losses on real banking contracts. 
 

KEY RESULTS 
  
To forecast loan defaults from individuals to a commercial bank it’s proposed to use 
regression model based on the principal component analysis. The purpose of this model 
is to identify the relationship between the parameters (the independent variables), 
describing, on the one hand, business and social activity of the client, as factors of its 
financial reliability, on the other hand, the borrower's ability to be liable for debts [16]. 
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The model reflects the relationship between significant independent factors 
characterizing the degree of the borrower’s financial reliability according to the 
component analysis method based on the model of David Cox. To analyze borrower’s 
status we used the following independent variables (parameters) as the borrower’s age, 
marriage status, and amount of dependents, sphere of activity, qualifications, work 
experience, and the average monthly revenue. To calculate principal components we 
use the program “MIDAS” which allows developing an accurate model, excluding the 
“insignificant” factors. 
 
There is an insignificant difference between real credit losses and calculated values 
through the model of David Cox. Therefore, this model is suitable for forecasting loan 
defaults from individuals to a commercial bank in order to calculate how much the Bank 
will need high-quality borrowers to cover loss-making expired contracts in advance. 
 

DISCUSSIONS 
 
Predicting borrowers’ behavior and their ability to settle obligations is confide to the 
study of credit history scoring and results analysis, which based on banks’ scoring for 
internal use, as well as collecting information about customers’ income [17]. This 
method does not estimate variety of borrowers’ business and social characteristics and 
their influence on the financial reliability of customers and frequently there is no 
correlation between characteristics. 
 
Factors that determine the effectiveness of making management decisions in making 
deals are dynamism, instability and uncertainty of the external environment [18]. It is 
connected with the sanctions imposed by Governments and foreign banks, geopolitical 
disagreements with partners at state level. Therefore, we should develop new 
approaches, methods and tools, analysis and forecast credit risks.  
 
For solving such problems, it is necessary to apply such tools that helps to establish 
and to measure causal links among different features that characterize the internal and 
external socio-economic systems, including the banking system [19,20]. One of such 
tools is the principal component analysis method used for grouping basic data, when 
the elements within a group correlate to each other, but the whole group may be 
completely independent of other groups [11], for example, a group of social and 
economic factors. 
 
This grouping allows to represent the subject’s behavior as a set of independent 
(statistically) components, which can be analyzed separately. Moreover, the factors 
within the group can influence each other. The relationship between factors can be both 
positive and negative (when the increase of the factor leads to decrease of another 
factor) [11]. 
 
Increasing of researched factors can improve the accuracy and quality of forecasting 
that influence on reasonability management decisions. In this regard, there is a 
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possibility to forecast condition of socio-economic systems and processes, including the 
processes of lending to individuals, multifactorial mathematical models, allowing 
increasing if necessary the number of factorial signs [21]. Minimum limited factor 
features change at any time in each Bank. For example, if the Bank's credit portfolio 
contains expired agreements, the Bank raises the benchmark estimates of the factor 
indicators to get the best borrowers and to cover the current losses. 
 

CONCLUSION  
 
The developed model can serve as a base to predict repayment risk concluding 
agreements with individuals. It gives the opportunity to evaluate credit risks and manage 
them according to available information.  
 
Practical use of the proposed model is an opportunity to study the behavior of borrowers 
using a mathematical model, presented in the form of a set of independent factors that 
characterize their social and business activity. These independent factors tracking in the 
automated program allow you to apply the method of principal components for 
subsequent regression models describing the influence of main factors on a productive 
indicator. 
 
Recommendations of using principal component analysis method for developing 
regression customers’ behavior models, depending on their different characteristics, can 
be applied not only at the making loan agreement, but also in the course of its 
execution, because of customers’ information changeability. The monitoring is for 
softening condition of crediting and may be the competitive advantage of the Bank in 
lending to individuals. 
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